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The objective of this paper is a defence of the thesis that an action 
may be cahed "free" i f i t has rational causes. But i t is neither clear 
what an appropriate causal account of action would be hke nor what 
rational causes are. Are rational causes a special type of causes and i f 
so, how do they relate to other causes of actions? We might suspect 
that we are forced into reductionism and ineluctable determinism 
anyway by a causal explanation of action. This would restrict any 
account of free agency i f 'free' imphes that the agent has the power 
to determine his own course of action. Self-determination would 
thus be ruled out by determinism. But i f we find reasons to sub­
scribe to a causal account of agency i t would be counter-intuitive 
and self-defeating to ignore those causes which are not rational 
ones. 

Talking about 'causes' of actions does not make things clearer as 
actions in general do not give any direct evidence about their causes 
at all. We do not even know which one of the many possible 
descriptions of an action we should adopt, i f we don't know any­
thing about possible reasons that caused i t . Was i t a big squeeze, a 
strangulation, a friendly kiss or an attempt to restore life? We would 
certainly know enough to identify i t , i f we knew the agent's reasons 
for doing it , provided he did it intentionally. 

I 

Let's come back to our first question and ask, what are the causes 
of actions. Donald Davidson (1963) proposed: its reasons are its 

* I am indebted to Martin Mollis whose criticism helped me to face a num­
ber of problems some of which, I suspect, nevertheless remained unresolved. 
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causes, more precisely its primary reasons, consisting of a pro-attitu­
de^ toward actions of a kind and a related belief that the action he 
is performing is of that kind (cf. 685f.). Davidson claims that prim­
ary reasons rationalize actions and that rationalization is "a species 
of ordinary causal explanation" (685). 

There are at least two major problems connected with this account 
of Davidson's. First, are reasons causes? And second, how can we ex­
plain action by an ordinary causal explanation? The first problem has 
been debated at length in the literature, so I should be allowed a 
short answer. The second problem is — I think — more interesting, so 
it might take longer to cope with that. 

(1) Arguments against the explanation of reasons as causes have 
mainly been put forward by philosophers hke Melden, Hamlyn, Pe­
ters and Winch, dubbed "philosophical psychologist" by Ruth Mack-
hn (1969, 388-415). One of these arguments states, that reasons in 
terms of propositional attitudes cannot be causes from logical 
grounds, as beliefs, intentions, wants etc. are not events and there­
fore of no use in a causal account (cf. G. Ryle, 1965, 113). This ar­
gument is not sound, because it confounds the propositional content 
of beliefs, intentions and wants with the event when they are acti­
vated by a person. Most propositional attitudes are mental states and 
could not be looked upon as events, i f they were not activated 
by an indexical belief. This indexical belief, which could be charac­
terized this way: T believe that something is actually the case 
here (there), now (at time t j ) ' is dependent on the agent's belief con­
text and recalls some of his context-independent behefs, intentions 
and wants. Indexical beliefs and context-independent propositional 
attitudes are the ingredients of mental events that are reasons and 
causes of actions^. For an indexical belief i t is not only crucial that 
the agent comes to beheve that something is the case in a certain 
place at a certain time, i.e. that he or she is able to locate his or her 
belief. It is equally important that the person is able to locate his or 

1. Pro-attitudes include "desires, wantings, urges, promptings, and a great 
variety of moral views, aesthetic principles, economic prejudices, social conven­
tions, and public and private goals and values in so far as these can be interpreted 
as attitudes of an agent directed towards actions of a certain kind" (686). 

2. I would refrain from using an obscure phrase like "onslaught of a state or 
disposition" as D. Davidson does (1963, 694) to explain a mental event. 
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her belief by using explicitly or implicitly the "essential indexical" 
T, This indexical is essential - as John Perry (1979) pointed out -
insofar as the replacement of i t by other terms, even by the name 
of the agent himself, changes the meaning of the belief and destroys 
the explanatory force of the belief as an ingredient activating context-
independent propositional attitudes^. 

Another argument denying the reasons-causes-equation runs as 
follows: propositional attitudes are logically and not contingently 
connected with actions and therefore not their causes. A . I . Melden 
(1961, 53) argues in favour of the logical connection saying: ". . . 
nothing can be an act of volition that is not logically connected 
with that which is willed - the act of willing is intelligible only as 
the act of wiUing whatever i t is that is willed". So the explanation 
of wanting would be logically dependent on the wanted. This argu­
ment is basically sound. There is a logical connection between rea­
sons and actions because the description of a reason to do some­
thing wiU always describe the intentional object, but - as Frederick 
Stoutland pointed out (1970, 124f.) - not a strong type of logical 
connection. There would be a strong type connection i f reasons could 
be distinguished from each other by the effects they have. But this 
does not hold. The occurence of an act of wih is logically indepen­
dent of its fulfillment. It is true that acts of will always have as 
part of their internal structure intentional objects. But intentional 
objects are neither effects nor fulfillments. So the relation between 
reasons in terms of mental acts and actions is a contingent one not­
withstanding the weak logical connection between mental acts and 
their intentional objects. 

There is a further argument which purports to show that reasons 
are not causes. It is derived from the contention that there are no 
general laws which would be required in a causal explanation of 
human action. General laws of this kind would presuppose the pos­
sibility of reducing mental events to physiological or physical events. 
And this is denied by the above mentioned 'philosophical psycholo­
gists' (cf. Melden, 1961, 93; Winch, 1958, 78; Peters, 1958, 148). 

3. There are at least two major problems not to be discussed here which are 
involved in the notion of an indexical behef: firstly how an agent knows that it 
is he himself who 'comes to believe something in a place at a certain time', 
secondly how this belief is related to objects of belief, i . e. propositional con­
tents. For both problems see Joh î Perry (1979, 4ff.). 
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Their denial of general laws and reductionism is, of course, related 
to their denial of activated propositional attitudes being events. A l ­
though we argued agamst the latter we haven't yet given conclusive 
evidence about how we could identify mental events. Discussing the 
general law argument gives the opportunity to make up for this. This 
discussion leads over to the second problem mentioned above: how 
an explanation of action can be given on basis of an ordinary causal 
explanation. 

(2) I t should be clear that we subscribe to some kind of general law, 
which is vahd for the relation between mental events and actions, i f 
we maintain that actions are to be explained causally. But i t is far 
from clear how we make use of the law in those explanations. Must 
we know the law explicitly or is i t enough to presuppose same law 
underlying the singular causal statement 'person P caused action a'? 
And there is a further point to be made clear: Do we affirm reduc­
tionism in assuming some general causal law? I f we follow Davidson 
the answer to the latter question is negative (cf. 1970, 87ff.) and 
with respect to the former he proposes that we do not need to know 
the law in giving singular causal statements (1967, 697ff.)'*. 

Indeed it would not be desirable to be forced into reductionism 
by a causal explanation, at least because we are aiming at a clarifi­
cation of two kinds of causes and two kinds of determination in free 
action. Reductionism only allows for one kind of determination and 
thus does much to encourage the spectre of determinism. But our 
interest in elucidating two kinds of determination which make free 
action possible is only a motive not a reason for being opposed to 
reductionism. 

It seems after all that the general law argument is not to be cri­
ticized for its anti-reductionism^. Still, a psychologist would main­
tain that avoiding reductionism does entail giving up causal explana­
tion. I f he did not so he would lose a strong argument against the 
causal approach. 

The key to a non-reductionist causal account of actions is in the 

4. I am not dealing with the question whether causes can be wholly parti­
cular (cf. Mackie 1965) as I do not see its immediate relevance for the problem 
of reductionism, and from reasons made clear further down. 

5. I do not consider the difference between strong and weak reductionism 
here; cf. R. Macklin (1969, 396f.). 
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way we make use of causal laws in causal explanations. I f we don't 
have to know those laws in our explanation - as Davidson claims -
how do we make sure our explanation is a causal one? How do we 
justify our accepting a singular causal statement as being true, i f we 
don't know the underlying causal law? Davidson argues: 

"that we must distinguish firmly between causes and the features we hit on 
for describing them, and hence between the question whether a statement 
says truly that one event caused another and the further question whether 
the events are characterized in such a way that we can deduce, or otherwise 
infer, from laws or other causal lore, that the relation was causal". (1967, 
697). 

Davidson pleads that we must consider what we really do in a cau­
sal explanation: we relate statements describing events not events 
themselves. So, whenever we ask for the truth of a singular causal 
statement we ascertain first of ah, i f the statement 'p caused q' relat­
ing two true descriptions of event p and ^ is a true one. Having 
proved the truth of the sentence in a language we could then ask, i f 
from our description of the cause p together with some appropriate 
causal law an effect like q would follow. Thus there is a difference 
between an analysis of causal explanations and the causality of two 
events. Knowing that the singular causal statement 'p caused q' is 
true does not presuppose knowing the causal low covering p and q. 
But knowing the first gives us goor reasons - as Davidson beheves -
to assume an appropriate causal law underlying 'p caused q' 
(cf. 1967, 701). We would know there is some law without knowing 
what i t was like. I t should be clear now - at least from a Davidsonian 
point of view — how we make use of causal laws in causal explana­
tion: we need not know what the law is, but the truth of the singular 
causal statement we use to explain the relation between two events 
gives us reasons to believe there is a causal law underlying the singu­
lar causal statement. 

This account of the possibility of singular causal statements with­
out knowledge of causal laws differs from others, say e.g., the one 
J.L. Mackie (1965) offered, insofar as i t doesn't explain causal rela­
tions in terms of conditionship relations. Fohowing the difference 
he makes between descriptions of events and events themselves Da­
vidson would not look upon singular causal statements as necessary 
or sufficient conditions. Those conditions are parts of causes but not 
parts of their descriptions. Davidson is therefore not only relieved of 
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giving a fully-fledged analysis of causes in terms of conditions, but he 
is also able to allow causes to be called necessary whenever they are 
described as sufficient (cf. 1967, 698). The reason for the latter is 
that there seems to be a certain symmetry between the description 
of causes and effects: the fuller the description of a cause, the better 
the chance that i t is to be shown as sufficient and the worse as neces­
sary; the fuller the description of an effect, the better the chance 
that the cause is to be shown as necessary, the worse as sufficient 
(loc. cit.). 

One could doubt that this symmetry is of any help as soon as a 
fuU description of a cause shows that it is, what Mackie cahed, an 
"INUS-condition", an "insufficient but necessary part of a condition 
which is itself unnecessary but sufficient for the result" (1965, 245). 
Imagine a person P addressing another one A for the first time asking 
what the time was. Let's assume P's pro-attitudes were that he always 
believed the addressee A was a nice and interesting person and that P 
had the intention to address A for a long time. But yesterday - these 
being P's indexical beliefs - he caught sight of him and felt he 
should not wait any longer before getting into contact with him and 
that he could do this by asking what the time was. These indexical 
beliefs could be considered to.be an insufficient but necessary part 
of P's primary reasons to ask A what the time was; these primary rea­
sons being themselves an unnecessary but sufficient condition for 
that question. Without doubt, P could have had other reasons as weU 
to ask A for the time, although the ones he had were sufficient. And 
P's indexical beliefs might not have been sufficient in themselves, 
though they were necessary insofar as P wouldn't have activated his 
pro-attitudes without them. We certainly could analyse P's indexical 
behefs as an INUS-condition and his primary reasons as a 'minimal 
sufficient condition' (cf. Mackie, 1965, 246ff.) for P's asking A what 
the time was. 

But this analysis is besides the point. We are not interested in the 
causation of that very question but in the causation of an event we 
could describe as (E) 'P's long intended first addressing the highly es­
teemed person A yesterday'. P's asking A what the time was is 
nothing but an attributive part of a fuUer characterization of that 
first addressing A. I f description (E) is an adequate description of P's 
action and the above given primary reasons an adequate description 
of its cause, we must not j ib at holding the latter to be described as 
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sufficient and necessary for P's action under description (E). There is 
no INUS-condition in the description of P's mental event which caus­
ed his addressing those very words ("What's the time, please?") to A. 
The mental event is described as a single and unique cause, and its 
description is not the event itself, i.e. in ontological terms. The des­
cription is the analysans, not the analysandum. The event as analy-
sandum might well be characterized in terms of conditions. But we 
should not forget that giving characterizations of this kind implies — 
at least in a causal explanation of action — the problem of attaching 
ontological predicates to entities we have no empirical evidence of. 
These brief considerations should throw doubts upon an explanation 
of causal relations in human action in terms of conditionship rela­
tions. 

So far we have argued that, first concerning our use of causal laws 
it is possible to give a causal explanation without knowing the law 
covering two events described in a singular causal statement and sec­
ond, we aren't compelled to analyse the event described as the cause 
of the other in terms of conditions. Both results however still leave i t 
open whether we can give a non-reductionist causal account of ac­
tion. This problem is closely connected with the question how we are 
able to identify mental events hke the one we described above. The 
identification of those events might commit us to some undesirable 
causal mechanism connecting these events to describable psychophy­
sical events in our brain. We might thus incur the habilities of a psy­
chophysical reduction of the mental and not come to grips with that 
kind of mental determination we reckon crucial for free action. For 
domg the latter i t is not enough to be able to give a causal explana­
tion without knowing the covering law. We must be in the position 
to show, that the assumed law does not determine the agent's prim­
ary reasons, i.e. the mental event described as the cause of his ac­
tion. 

Again, Donald Davidson offered a possible solution to this pro­
blem by identifying mental events with physical events (1970, 82ff.) . 
He called an event "physical, i f it is describable in a purely physical 
vocabulary, mental i f i t is describable in mental terms" (loc. cit.). Ac­
cording to Davidson we have physical and mental open sentences 
where we fiU in the description operator to pick out certain events. 
He adopts an identity theory between the mental and the physical 
which he dubbed "anomalous monism" (1970, 87). This monism im-
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plies that not all events are mental but that ah events are physical 
and it claims that mental phenomena aren't to be explained in a 
purely physical manner. 

The decisive question concerning this kind of monism is: how does 
it guarantee the identity of a mental with a physical event without 
being reductionist? After ah, there must be some kind of reduction 
involved in the identification of a mental event with a physical one, 
which is imphed in the very act of identification. But i t is not this 
identification that merits the name 'reductionism'. The latter would 
presuppose a psycho-physical law correlating mental events in terms 
of propositional attitudes and physical events in terms of neuro-phy-
siological happenings. Therefore our question is: how is an identifica­
tion of a mental event with a physical one guaranteed without its 
being based on any psychophysical law? 

Davidson falls back on the supervenience-hypothesis to elucidate 
this aheged lawless identity, saying: 

"there cannot be two events alike in all physical respects but differing in 
some mental respect, or. . . an object cannot alter in some mental respect 
without altering in some physical respect" (1970, 88). 

We could analyse this hypothesis in the following way: 0-concepts 
are supervenient to \//-concepts, or 0-concepts are determined by i / / -
concepts, i f and only i f (i) 0-concepts are not reducible to i//-con-
cepts and (ii) i t is impossible for two events to be exactly alike in 
their i//-characteristics but different in their 0-char act eristics. 

Surely, i f Peter and Paul were exactly ahke in their physical cha­
racteristics they could not be different in their mental character­
istics and would always e.g. understand each other's utterances. 
But this would not hold for Peter and Paula, at least not with respect 
to their understanding each other's utterances, which would at least 
presuppose that they would not have any physical differences. What 
does the supervenience-hypothesis prove according to the non-redu-
cability of mental and physical events? I think nothing. But i t is an 
elucidation of what is meant by lawless identity. We could paraphra­
se this kind of identity by saying: even i f we knew all of the truths 
about the physical characteristics of two persons at a time t we 
would not have ah of the evidence necessary to know what they be­
lieve, intend, want etc. at t. The meaning of those physical charac­
teristics is not to be equated with the meaning of their propositional 
attitudes. Physical meaning does not entail mental meaning. Even i f 



121 

a translation manual in terms of psychophysical laws were possible, 
indeterminacy between the two kinds of meaning wouldn't be ruled 
out. 

The point of indeterminacy is that we don't have identical exten­
sions with physical and mental predicates. The reason why is that 
there is no predicate of syntax hke the mental predicate 'true-in-L' 
in a purely physical language that is applicable to all and only the 
true sentence of that language (cf. Davidson, 1970, 88). So when­
ever we have an open sentence in physical terms like 'event x is \//' 
there can't be a psychophysical law that would have the form of a 
biconditional '(x) (x is true-in-L i f and only i f x is i//)' where we sub­
stitute a physical predicate for \p. We cannot generally reduce truth 
in such a language to a syntactical property (cf. Davidson, loc. cit.). 

Now, we might admit indeterminacy for these or similar reasons 
and ahow plausibility to the supervenience hypothesis but stih not 
be prepared to accept a lawless identity of physical and mental 
events. For what points could there be in talking about the identity 
of two events whose predicates don't have the same extension? We 
should notice the direction of inference concerned in the identifica­
tion business on the one side and in reductionism on the other. In 
reductionism we presuppose causal knowledge in terms of physical 
knowledge of an event and deduce its mental meaning. Anomalous 
monism claims that this is impossible. In the identification of mental 
events with physical ones we presuppose a knowledge of the meaning 
of the mental event and try to describe this event by some physical 
event that is coextensive with the mental one^. There is again no 
knowledge of a law involved but some inductive generalization cor­
relating each mental event with a number of physical events. We can 
only proceed from the mental to the physical but not the other way 
around. This is what we mean when we deny reductionism but never­
theless subscribe to a law which covers a mental cause and an action. 
The law is a physical one, that holds between the physical event des­
cribing the mental event and the physical event describing the action. 
I t neither relates the mental description of the cause with the action 
nor the mental event with its physical description. 

Now i t should be evident in what sense we are able to give a non-
reductionist causal explanation of action, an explanation without 

6. As to Davidson (1970, 90): " . . . there seems no compelling reasons to 
deny that there could be coextensive predicates, one mental and one physical." 
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knowing the underlying causal law. And i t should be plain why we 
cannot explains causes of actions in terms of conditions. Those condi­
tions would be essentially physical and could not replace the descrip­
tion of a mental event as a cause described as necessary and sufficient 
for an action under a certain description. Since these two points are 
evident we are in a position to retort to the above psychologist that 
we are able to deny reductionism and affirm a causal explanation at 
the same time. 

I I 

As we are able to give a non-reductionist causal account of action 
we have the means to distinguish between two kinds of determina­
tion: determination by a causal law and determination by mental 
events. This is the core of what is named anomalous monism by Do­
nald Davidson and the essential feature of Kant's — at least implicit 
— theory of moral action based on the third antinomy in his 'Criti­
que of Pure Reason'*^. Kant would caU determination by mental 
events 'autonomy', identifying an autonomous agent with a free 
agent. The subject of determination is either a causal law or a ratio­
nal agent with both kinds of determination coexisting in every in­
stance of action called 'free'. 

I would like to couple some of Kant's ideas about 'free wi l l ' with 
the causal account of action outlined in the first section. The reason 
for doing so is that Kant — as far as I see — gave a causal account of 
free will which happily coincides with our account of action. 
(1) One might see a problem in his identification of free action with 
moral action. But I think that this has often been misconceived by 
Kantian scholars as a constraint on free action confining it to moral 
action. This misunderstanding comes from the hardly disputable fact 
that Kant didn't offer a fully-fledged theory of action. Although I 
am not able to argue this point here in detail I would maintain that 
there is a general non-moral concept of free agency in terms of ra­
tional agency in Kant's philosophy based on the third antinomy, 
this being itself the basis for moral agency^. For i f i t were not pos-

7. This was noticed by John Yolton (1966) among others and by Davidson 
(1970, 79, 101) although both did not make use of it in an account of free 
action. 

8. Cf. W. Vossenkuhl (1979) for more detailed arguments to this point. 
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sible for a rational agent to be self-determinant within nature, i.e. 
notwithstanding the causality of nature, it would not be possible 
for him to act morally. Being a self-determinant agent, i.e. having the 
rational power to start — as Kant said — a "causal chain", is essential 
for free agency moral and non-moral. 

Though I don't want to reconstruct Kant's idea of causahty or his 
idea of freedom blow by blow here, it is interesting to note that he 
tackled the problem of a non-reductionist causal account of rational 
action by distinguishing between the causahty of nature and the cau­
sality of freedom. Actions are parts of the causality of nature as far 
as they are empirical, spatiotemporal entities and thus determined by 
causal laws (cf. KrV, A 550, B 578). But they would not be per­
ceived as actions of a rational subject solely from that kind of deter­
mination. To know an action was caused by a rational agent pre­
supposes, at least for Kant, that it was caused independently from 
any causal law vahd in nature. The epistemological point in this argu­
ment is developed in the 'Critique of Judgment' (cf. § 75) where 
Kant claims that i t is an essential of human perception to understand 
the causahty of nature in analogy to the causality of freedom. He 
formulated this analogy in his "subjective principle of reflecting 
judgment". We could paraphrase his position by saying that the cau­
sality of freedom is a subjective transcendental precondition of the 
perception and explanation of the causality of nature without being 
its objective condition. Thus the causality of freedom is thought by 
Kant as a causal power both of action and of perception. This entails 
that it could neither be thought as possible for an agent endowed 
with reason to perceive nor to act independently from nature's deter­
minism i f there were not a causality of freedom. 

The core of this account of what was called anomalous monism by 
Davidson is the concept of a rational agent whose distinctive feature 
is to intervene in the causality of nature. The decisive ingredient of 
this intervenmg-power is human reason. But how can reason be cau­
sal? Kant's answer is: by determining human wil l . I f human will is 
not determined by contingent wants and intentions and thus free 
from any heterogeneous influence it is 'pure wih' , i.e. rational wih. 
But where does this rational wih get its goals from? Kant's answer 
to this is: from reason itself. To understand what is meant by this we 
should consider that his idea of reason imphes a teleological aspect 
elucidated by the "idea of mankind". This idea is a rational goal inso-
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far as every person is an end in itself and not a means, neither for 
himself nor for others (GMS, 52). Whenever this being an end in i t ­
self is embodied in a person's action its result is autonomous, free 
action. To understand this pattern of causation one should not 
dwell on finding any material sense in the end-in-itself condition. 
Besides the teleological meaning of this condition in the "categori­
cal imperative" the end-in-itself condition plays a methodological 
role in rational action. I t restricts the means-ends relation involved 
m tree action to one single type, namely causal one. Thus the type 
of causation is the same in nature and in free action with the 
only difference that in the latter reason in terms of pure wih is a 
substitute for a natural cause^. The type of causation is identical 
although the causes are different. This is the background of Kant's 
explanation of the 'categorical imperative' as a "practical rule" 
and as a "product of reason" prescribing an action (KpV, A 36). 

One might ask i f there is any point in drawing upon this account 
of free action in our context of analysis. I think there is a point in i t , 
because i t reaffirms that the explanation of free action is dependent 
on the explanation of its causes. And i t corroborates the intuition 
that free action is not a special kind of performing action but a spec­
ial kind of causing them. What we can learn from Kant is what most 
of us would not have denied anyway, that free action is dependent 
on a special kind of reasons, namely rational ones. Having agreed 
with this the next two moves are not common at all: first to realize 
that it is special about free actions that their explanation amounts 
to their justification and second to emphasize that 'free' is first of 
all not the predicate of an action but of its cause, as i t can only be 
the predicate of a true description of a contingent action, i f that ac­
tion had rational causes. I f this is so, then there is no class of free 
actions but only a class of free in terms of rational causes. From our 
interpretation of Kant's account an action is described 'free', i f the 
agent chooses it as if i t was caused by 'pure wi l l ' . In short, an action 
is free if it has rational causes. There is only a sense in this tautology 
i f we apply it to distinguish the causes of actions but not their ef­
fects. 

So far we have answered the last two questions raised above: i t is 
a special type of causes that makes actions 'free actions': a type we 
could name rational causes. This answer imphes that there are other 

9. Cf. Kant, Handschriftlicher Nachlaß, Reflexion 5612, Akad.—Ausg. vol. 
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causes of actions as well that we could summarize diS natural causes. 
Those causes would include all events inside and outside an agent 
that cause him to do something, like bumping into another's car i f 
the driver was dazzled. 
(2) Most of us stih would not be satisfied by the account of rational 
causes just offered. The reason is that our normal use of 'rational' 
does not suggest a conceptual distinction between 'natural' and 'ra­
tional' hke the one made above. The meaning of 'rational' in the con­
text of our causal approach is not identical with the meaning of 'ra­
tional' e.g. in a teleological framework of practical reasoning. Ratio-
nahty in practical reasoning is a relation between means and ends, a 
relation between certain goals and appropriate actions. I f these ac­
tions are appropriate to bring about their goals in an optimal way 
they are rational and it is rational to foUow certain goals i f we have 
the means to make them true. Rationahty in practical reasoning is 
thus dependent on empirical, i.e. contingent facts and assumptions 
concerning the quahty of actions as appropriate means for certain 
ends and the quality of ends in terms of their achievability. Ratio­
nahty understood in this way is based on the agent's experience and 
his calculative power to choose the best possible action under cir­
cumstances. 

It is the dependence on these contingent features of a teleological 
concept of rationality that we cannot make use of it in a causal ac­
count of free action. What we need is an a priori concept of ratio­
nahty as we are not prepared to allow natural causes being involved 
in free agency. This envisaged non-empirical, a priori concept of ra­
tionahty cannot stand for a relation between propositional attitudes 
and the empirical. I t can only be used for the relation between pro-
positional attitudes themselves^ ^ ; it is Ö( priori insofar as i t does not 
qualify the content of beliefs, wants, intentions etc. but their coher­
ence. Rationality understood in this way does not denote a calcula­
tive power to make choices. A definition of the rationality of propo­
sitional attitudes in terms of their coherence gains from the defini­
tion of a rational behef offered by Martin Holhs. He defined a belief 
p as rational " i f and only i f there is a belief q such that q supphes a 
reason for holding p and p does not entail the falsity of q " (1970, 
235). Martin Hollis holds that rational beliefs must have a structure 

10. The concept of an a priori rationality of beliefs was defended by M. Hollis 
(1970). 
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which can be there even when some of them are false. His definition 
of rationahty can be applied to determine the coherence of proposi­
tional attitudes in general. Propositional attitudes are rational if and 
only if each set of the set of beliefs, wants, intentions etc. is coherent 
and those sets are coherenct with each other. 

Let us elucidate this definition with inconsistent propositional at­
titudes. Fohowing the idea of coherence it is rational to believe that 
p and that q where q imphes not-p, i f one sincerely entertains a be­
lief implying that there is a reason r for p and q and that the incon­
sistency between them does not have intolerable consequences. One 
might believe that some object has a curing power and that this 
power did not work in a certain case. This inconsistency is tolerable, 
i f the same person sincerely believes that one of the essential precon­
ditions for an actual curing effect did not apply. For such a case one 
would f ind more restrictions desirable than sincerely alone. I f there 
were direct evidence to the opposite, say, that aU preconditions ap-
phed without any curing effect caused by our dubious object, q 
would entail the falsity of r̂  ^. I t would not be rational to believe in 
its curing power. The intolerable consequences of our inconsistency 
would be that there is no curing power in that object and that both 
inconsistent behefs would be pointless and void. 

Could we ahow of any as yet unknown precondition saving our 
behef in the object's capacities? I f we were able to confirm that this 
precondition is not really a new one but always apphed without 
being noticed, we could certainly admit of the new interpretation. 
But the rationality of our belief could not suffer any definitely new 
precondition. I f the curing-procedures of our object are not limited 
but open to indefinitely many amendments consisting in new precon­
ditions and not just new interpretations of old ones, our belief in the 
object's curing power would not be a rational one. We either realize 
that we need a set of beliefs ruling out intolerable consequences of 
some inconsistency or we are confident that we wih always find rea­
sons explaining why those consequences never occur. This con­
fidence however is not rational as it is not coupled with the belief 
that there actually is an inconsistency with potentiahy intolerable 
consequences at ah. Rational confidence is based on an available, 

11. p would entail the falsity of r if our object always proved its curing capa­
city; in this trivial case r would be wrong because q would be wrong in the first 
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limited set of beliefs making some inconsistency tolerable. The con­
fidence criticized as irrational comes down to the plain contradiction 
that there is an inconsistency and that there is no inconsistency at 
the same time. Either there is an inconsistency that needs explana­
tion to be tolerable or there is none. In this case there is no reason 
for any confidence in possible explanations as those explanations are 
not impossible but pointless. 

Two inconsistent beliefs p and q are rational in terms of coherence 

(i) if they are sincerely held and 
(ii) if there is a limited set of beliefs, at least one belief implying that there is 

at least one reason r for p and q and neither p nor q entails the falsity of r 
and the additional belief 

(iii) that there are no intolerable consequences following from holding p and 
q-

We could argue along similar lines to expound the coherence of be­
liefs and wants. A person's belief that p and his or her want that w 
are coherent, i f he or she further believes, that the want's fulfihment 
w is consistent with belief p. But what i f one wants that w, say that 
he wih f ly to the moon, and knows he cannot afford it? I f this 
person beheves that he wih only be able to realize those wants he can 
afford, there should be no problem with the coherence of the person's 
beliefs and wants. But wants can be terribly strong although one 
knows they could or even should not be accomplished or enacted. 
Executing a want against one's conviction that it is useless, void or 
even wrong to do so, is certainly inconsistent and not rational. But 
what i f one is convinced that it is good for him to follow his wants 
and performs w instead of recognizing his own better judgements? 
This person, who could be called incontinent, is not suffering f rom a 
conflict between his beliefs and wants but rather from an inability to 
decide about colliding beliefs. Some of those behefs are affirmed 
while others are seen but nevertheless remain unacknowledged with­
out any reason. This man does not hold ~ as Donald Davidson poin­
ted out (1969, 112) - logically contradictory beliefs but "acts, and 
judges, irrationahy, for this is surely what we must say of a man who 
goes against his own best judgement" (loc. cit.). He acts irrationally 
as he has no reason to ignore his own best judgement. His beliefs are 
not coherent because he neither holds a belief implying at least one 
reason for his ignoring his own best judgement nor the additional be­
lief that there are no intolerable consequences fohowing from his 
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conflicting propositional attitudes. As this man is ignorant about the 
beliefs we claim to be crucial for the coherence of beliefs, his actions 
are not determined by rational causes. 

Now imagine our man comes to believe that there are intolerable 
consequences following f rom his actions. He nevertheless holds {that 
p) that it would be better for him to realize his want that w but re­
frains f rom its fulfihing because he is threatened by sanctions impen­
ding upon w-actions. He believes that there are sanctions awaiting his 
actions and therefore does not intend / to fu l f ih his want. Would this 
belief not count as a sufficient reason r^ for not intending w al­
though p and w are coherent? This belief would imply the additional 
belief that there would not be any intolerable consequences i f he ab­
stains f rom w. Would we not be obliged to concede that our man's 
conduct is rational? 

His intention not to f u l f i l l his want is certamly 'zweckrational' but 
this does not make his propositional attitudes rational in terms of co­
herence. Firstly our man's want that w and his want (that ) not to 
suffer any sanctions for fulfilline; w, i . e. his fear of sanctions, are 
conflicting. This means that his wants w and w^ are incoherent. So 
are his beliefs that he would better realize w (that p) and that he 
would suffer intolerable consequences for w f rom sanctions threa­
tening him (that q). Secondly although there is a reason r^ not to in­
tend w, this reason's falsity is entailed by p and w. Presupposing the 
coherent propositional attitudes p and q intention /, not to act accor­
ding to p and w, is not rational. This intention relates to q and w^ 
and is coherent with these propositional attitudes. But in connection 
with ah beliefs (p, q) and wants (w, w^) intention / is incoherent. As 
p is incoherent with q, and w is incoherent with w^ intention / can­
not be coherent itself. 

Notice that even i f certain beliefs are coherent with certain wants 
the resulting intentions are mcoherent i f neither the set of beliefs nor 
the set of wants are coherent themselves. Thus the rationality of in­
tentions is not only dependent on the coherence between beliefs and 
wants but on the coherence amongst both beliefs and wants, in­
dependent of each other. 

We could weaken this last condition for the rationality of inten­
tions by demanding coherence of propositional attitudes for ah be­
liefs, and for the relation between ah beliefs and some wants, but not 
for ah wants. I f the man in our example would not believe that p but 
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rather a f fhm his own best judgement that it is not legitimate to ac­
complish w he would have good reasons to deny himself his want w 
and coherently intend /, not to realize w. In this case he would not 
refrain f rom fulfi l l ing w just as he feels threatened by sanctions 
(rJ *) but on basis of a reason r^ which is not falsified by one of his 
beliefs. He would thus practice temperance instead of incontinence. 

This final modification of our agent's propositional attitudes not 
only meets the fact that human agents are not able to choose their 
wants but also a realist account of human wants. One of the features 
of a realist account of human wants is that they cannot be 'rational' 
independent f rom beliefs. Whenever some want is rational it is pri-
marUy because of its coherence with some belief but not because of 
its coherence with ah other wants. Whatever wants and wishes human 
agents entertain and have to cope with, there is no point in deman­
ding that they should be all coherent with each other and with all of 
those agents' beliefs, i f his intentions' rationality is preserved.^ ^ An 
agent's intentions are rational 

(i) if his beliefs are coherent, 
(ii) if he has a reason r̂  to abstain from those wants which are incompatible 

with his beliefs, 
(iii) if this reason is not falsified by one of his beliefs, 
(iv) if all other wants are coherent with his beliefs. 
Provided an agent's beliefs, wants and intentions are coherent the 

way we proposed then his actions have rational causes. Coherent pro-
positional attitudes are the causes of free actions. From the way we 
explained the causation of action above those propositional attitudes 
must be activated by an agent's indexical belief held in some spatio-
temporal context. These activated propositional attitudes together 
with the indexical belief wih then rationally determine his action. 
(3) We have distinguished two concepts of rationality to be able to say 
that rational causes of free actions are coherent propositional at­
titudes. This explanation stih needs some amphfication as we might 
be suspicious about the way those causes really work in action. We 
have another distinction at hand that runs parahel with the two kinds 
of rationality and which shows how coherent propositional attitudes 
cause actions. This distinction is the one between determination and 

12. The same applies to other non-cognitive, optational propositional at­
titudes like fears and fancies, needs and desires etc. 
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choice. To say that coherent propositional attitudes are rational 
causes of actions means that these causes determine those actions. I f 
a person can be characterized by coherent propositional attitudes 
and i f they are the causes that determine his actions those causes 
can't be chosen.^ ^ The reason why is explained by Thomas Nagel: a 
person does not choose those causes, "for choices must issue from 
him i f they are to be his, and this means that they must be the pro­
duct of determining principles which constitute him as the source of 
his choice, and which could not be chosen by him because in their 
absence there would be no he to choose" (1970, 23). The role of 
Nagel's "determining principles" in his moral analysis of altruism is 
played by the coherent propositional attitudes in our non-moral 
analysis of free action. A person cannot choose the coherence of his 
propositional attitudes as he can't choose the wants and intentions 
that characterize him as the very person he is. This imphes that a 
person can't choose to act f rom rational causes. A free agent is 
defined by the coherence of his propositional attitudes in the same 
way as a moral agent is defined by the principles that constitute him. 

With respect to Kant's identification of free and moral action we 
now roughly see that we are able to modify his approach without 
changing his moral theory. A decisive point in a more detailed analys­
is of this thesis would be an argument for the interpretation of 
Kant's concept of 'pure wi l l ' with our concept of the coherence of 
propositional attitudes. I f this argument is possible then the explana­
tion of moral action presupposes the explanation of free action, as 
the coherence of propositional attitudes is the precondition of a 
person's being determined by moral principles. This means that free 
action must not be identified with moral action. An argument like 
this might be the first step into the direction of reconciling a theory 
of action with a Kantian theory of morality. 

Having explained what rational causes mean and how they work in 
the causation of free action we are able to sketch the relationship be­
tween the coherence of propositional attitudes and the rationality of 
choice. The two types of rationality seem to be compatible under the 
condition that the rationality of choice conforms to the agent's be­
liefs, wants and intentions. I f an agent were to choose an action solely 

13. The same applies, although it is not argued here to indexical beliefs. I can­
not choose that T (or rather somebody else) come to believe something in a be­
lief context. 
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on basis of a means-ends calculation and thus optimize the effect of 
his acting without making sure that the reasons for his choice con­
form to the propositional attitudes that characterize him as the 
person he is, his action would neither be free nor rational. The reason 
is not just a lack of reasoning about the conformity between his pro-
positional attitudes and his principles of choice. I f those prmciples 
do not conform to his propositional attitudes he would not be a per­
son with coherent propositional attitudes. He would want something 
incoherent with his beliefs or other wants and intentions. I t only ap­
pears now that both types of rationality must conform to allow a 
certain action caused by coherent propositional attitudes to be a 
rational one. We should now have enough reasons to believe that 
rational causes have to be presupposed for any kmd of action that 
we are able to explain and justify as free action. 
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